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Abstract. We study the full Maxwell–Dirac equations: Dirac field with minimally coupled
electromagnetic field and Maxwell field with Dirac current as source. Our particular interest
is the static case in which the Dirac current is purely time-like—the ‘electron’ is at rest in some
Lorentz frame. In this case we prove two theorems under rather general assumptions.

Firstly, that if the system is also stationary (time independent in some gauge) and isolated (in
the sense that the fields belong to a suitable weighted Sobolev space), then the system as a whole
must have vanishing total charge, i.e. it must be electrically neutral. In fact, the theorem only
requires that the system beasymptoticallystationary and static.

Secondly, we show, in the axially symmetric case, that if there are external Coulomb fields
then these must necessarily be magnetically charged—all Coulomb external sources are electrically
charged magnetic monopoles.

1. Introduction

The Maxwell–Dirac equations are the classical field (or, more ‘traditionally’, first quantized)
equations for electronic matter. Historically, only the linearized equations (where the Dirac
current is ignored as a source for the Maxwell equations) have been studied in detail—for
a comprehensive survey of the Dirac equation with various potentials, see Thaller [1]. The
lack of past interest in the full Maxwell–Dirac equations is partly due to the very difficult
nonlinearities of the equations. More importantly, the classical problem was swamped by the
extraordinary success of QED.

The difficult nature of these nonlinear equations has meant that the existence theory has
only recently been enunciated—some highlights in this development might be Gross [2],
Chadam [3], Georgiev [4], Estebanet al [5], and Bournaveas [6]. This work culminated in a
tour de force of nonlinear functional analysis, the global existence proof of Flatoet al [7].

Our aim in studying the Maxwell–Dirac system is to look for possible non-linear behaviour
which would not be apparent in perturbation expansions. The particular solutions found
in [9, 10] exhibit just this sort of behaviour—localization and charge screening. See also
Das [8] and the recent work of Finsteret al [11].

The static Maxwell–Dirac equations were first written down in [9]. In the present work
we use this formulation to prove two theorems. Firstly, that the stationary, static Maxwell–
Dirac system must have vanishing total charge; this is done in section 4. The second theorem
proves that, in the axially symmetric case an external Coulomb field must have an associated
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5808 C Radford and H Booth

magnetic charge—external Coulomb fields must be electrically charged magnetic monopoles.
This theorem is proved in section 6.

2. The static Maxwell–Dirac equations

In standard notation the Maxwell–Dirac equations are

γ α(∂α − ieAα)ψ + imψ = 0

Fαβ = Aβ,α − Aα,β
∂αFαβ = −4πejβ = −4πeψ̄γβψ.

In [9] the 2-spinor form of the Dirac equations was employed to solve for the electromagnetic
potential, under the non-degeneracy conditionjαjα 6= 0. RequiringAα to be a real four-vector
then gave a set of partial differential equations in the Dirac field alone, the reality conditions.

For 2-spinorsuA andvB we have

ψ =
(
uA
v̄Ḃ

)
with uCv

C 6= 0 (non-degeneracy).

The electromagnetic potential,

AAȦ = i

e(ucvc)

{
vA∂BȦuB + uA∂BȦvB +

im√
2
(uAūȦ + vAv̄Ȧ)

}
.

The reality conditions,

∂AȦ(uAūȦ) = −
im√

2
(uCvC − ūĊ v̄Ċ)

∂AȦ(vAv̄A) = im√
2
(uCvC − ūĊ v̄Ċ)

uA∂
AȦv̄Ȧ − v̄Ȧ∂AȦuA = 0.

The Maxwell equations,

∂αFαβ = −4πejβ = −4πeσAȦβ (uAūȦ + vAv̄Ȧ).

These equations constitute the Maxwell–Dirac system.
We next impose the static condition.

Definition 1. The Maxwell–Dirac system is said to be static if there exists a local Lorentz
frame in which the Dirac current vector is purely time-like, i.e.jα = j0δα0 .

Imposing this condition one quickly finds that

vA = eiχ
√

2σ 0AȦūȦ with χ a real function.

The current vector is now

jα =
√

2(u0ū0̇ + u1ū1̇)δα0 .

As noted in [9] the gauge is fixed by the choice,

u0 = Xe
i
2 (χ+η)

u1 = Ye
i
2 (χ−η)

(1)

with X, Y , andη real functions onR4.
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Defining the null vectorL,

L = (σ α
AȦ
uAūȦ) = (L0,

1√
2
V ) with L0 = 1√

2
(X2 + Y 2)

V = (2XY cosη, 2XY sinη,X2 − Y 2)

our equations become,

∂

∂t
(X2 + Y 2) = 0

∇ · V = −2m(X2 + Y 2) sinχ

∂V

∂t
+ (∇χ)× V = 0.

With electromagnetic potential

A0 = m

e
cosχ +

(X2 − Y 2)

2e(X2 + Y 2)

∂η

∂t
+

(∇χ) · V
2e(X2 + Y 2)

A = 1

2e(X2 + Y 2)

[
∂χ

∂t
V + (X2 − Y 2)∇η −∇× V

]
where A = (A1, A2, A3).

The full system is given by the above two sets of equations and the Maxwell equations. Some
solutions to the the static Maxwell–Dirac equations were presented in [9,10].

One further condition we want to impose is that of stationarity.

Definition 2. The Maxwell–Dirac system will be called stationary if there exists a gauge in
whichψ = eiωtφ, with the bi-spinorφ independent oft . Such a gauge will be referred to as a
stationary gauge.

A stationary gauge is not, of course unique. For a stationary Maxwell–Dirac system there
is a distinguished stationary gauge, that for whichψ is indepenendent oft . Clearly, for such a
stationary system, if we haveA0→ 0 asr →∞ in some stationary gauge thenA0→constant
asr →∞ in any other stationary gauge.

We now have the following simple lemma.

Lemma 1. The static Maxwell–Dirac system is stationary if and only if, in the gauge given
in (1),

∂η

∂t
= 0 and

∂X

∂t
= 0.

In the stationary case we also have,

∂χ

∂t
= 0 and

∂V

∂t
= 0.

Proof. If the system is stationary there exists a gauge transformation such that

uA→ eiξuA = eiωtζA with ζA independent oft .

Consequently,

Xe
i
2 (χ+η) = ei(ωt−ξ)ζ 0

Ye
i
2 (χ−η) = ei(ωt−ξ)ζ 1.



5810 C Radford and H Booth

So,|X| = |ζ 0| and|Y | = |ζ 1|, both independent oft . We also have,

∂χ

∂t
+
∂η

∂t
= 2

(
ω − ∂ξ

∂t

)
∂χ

∂t
− ∂η
∂t
= 2

(
ω − ∂ξ

∂t

)
.

So that∂η
∂t
= 0. The argument is easily reversed to get the converse statement. �

3. Isolated systems

An isolated system is one for which all sources are contained in some ballBρ (ρ < ∞) and
for which the fields die off as|x| = r →∞.

In what follows we will be considering stationary Maxwell–Dirac systems. For such
systems we would expect, in an appropriate stationary gauge, thatAα should be O(1/r) as
r → ∞. We will also need to impose some decay conditions onψ asr → ∞ in order to
appropriately define an isolated Maxwell–Dirac system. The best language for the discussion
of such decay conditions and other regularity issues is the language of weighted function
spaces; specifically weighted classical and Sobolev spaces.

We will use the definitions of [12], other accounts of the theory may be found in [13–15].

Definition 3. Weighted Sobolev spaces can be defined via the weighted Lebesgue spacesL
p

δ ,
16 p 6∞ which are spaces of locally measurable functions for which the norms

‖f ‖p,δ =


(∫

Rn
|f |pσ−pδ−n dx

)1
p

p <∞
ess supRn (σ

−δ|f |) p = ∞
are finite. We can replaceRn with subsets� ofRn in these definitions. The weightσ is usually
taken to beσ =

√
1 + r2 or σ = r on subsets excluding{0}. The weighted Sobolev spaces

are now defined as consisting of functions with weak derivatives up to orderk for which the
following norm is finite:

‖f ‖k,p,δ =
k∑
j=0

‖Djf ‖p,δ−j .

For p < ∞ we denote the weighted Sobolev space byW
k,p

δ . For p = ∞ we denote the
classical weighted function space byCkδ .

We will also require the Sobolev inequality, given here in the form presented in [12].

Sobolev inequality. If F ∈ Wk,p

δ then

(i) ‖f ‖ np

(n−kp) ,δ 6 C‖f ‖k,q,δ, if n− kp > 0 andp 6 q 6 np

(n−p)
(ii) ‖f ‖∞,δ 6 C‖f ‖k,p,δ, if n− kp < 0, and|f (x)| = o(rδ) asr →∞.

Another tool we will require is the ‘multiplication lemma’. In what follows we will be
mainly using Sobolev spaces withp = 2, and it is for this case that we give the multiplication
lemma (adapted from [13]).

Multiplication lemma. Pointwise multiplication onRn is a continuous bilinear mapping

W
k1,2
δ1
×Wk2,2

δ2
→ W

k,2
δ
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if k1, k2 > k, k < k1 + k2 − n/2, andδ > δ1 + δ2.

In discussing the decay conditions onψ it will be useful to have some new notation.
Firstly, we introduce two new 2-spinorsoA andιA by,

uA =
√
Re

1
2 iχoA

vA =
√
Re

1
2 iχ ιA

with ιCoC = 1.

(2)

Here,R is a positive real function andχ a real function (in fact, as it turns out, the same
function introduced in the static case). Our non-degeneracy condition now reads

vAuA = Reiχ 6= 0.

The dyadoA, ιA give a spinor dyad basis which is ‘co-moving’ with the ‘Dirac flow’ given by
jα. In general we have

jα = Rσα
AȦ
(oAōȦ + ιAῑȦ)

with jαjα = 2R2. These ideas can be developed further and lead to a Newman–Penrose (NP)-
type formalism for the Maxwell–Dirac system (for the NP formalism in general relativity
see [16]). We will not fully pursue this here, although we go somewhat down this path in our
proof of lemma 2, below.

For our static systems we have

R = X2 + Y 2

V = RV̂ = R(sinτ cosη, sinτ sinη, cosτ)

X =
√
R cos

τ

2
Y =
√
R sin

τ

2

(oA) =
(

sin τ
2e−

i
2η

− cosτ2e
i
2η

)
(ιA) =

(
sin τ

2e
i
2η

− cosτ2e−
i
2η

)
.

(3)

Notice thatoA andιA are both O(1) asr →∞, soψ decays as
√
R.

In discussing decay conditions on theAα we need, of course to be aware thatAα is
defined only up to a gauge transformation. This problem is usually resolved (to some extent)
by imposing gauge conditions, such as the Lorenz gauge. We restrict our attention to stationary
gauges and demand thatA0 be O(1/r) asr → ∞ in some gauge. If we demand thatA be
O(1/r) then the question is, can we solve

∇2φ +∇ ·A = 0

so thatA′ = A +∇φ is O(1/r)? That is, can we find a gauge transformation which takes us
to the Lorenz gauge with the newA still satisfying the appropriate O(1/r) decay? The answer
is yes provided we choose the originalA in the correct function space.

We needAα to be at least twice (weakly) differentiable to make sense of the Maxwell
equations. So to get the appropriate differentiability and decay we will take (see definition,
below)

Aα ∈ W 2,p
−1+ε(Eρ)

for somep > 3
2 and all ε > 0. Here,Eρ = R3\Bρ , with ρ < ∞ large enough so that

Bρ encloses all external sources. This means we can now solve the gauge equation for
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φ ∈ W 3,p
ε (Eρ), with A′ = A +∇φ ∈ W 2,p

−1+ε(Eρ), in fact, for 0< ε < 1 the Laplacian

gives an isomorphism between the function spacesW
3,p
ε andW 1,p

−2+ε , see [12].

The Maxwell equations imply thatjα ∈ W 0,p
−3+ε(Eρ). In the vector basis co-moving with

jα (induced from the co-moving dyad) the charge density is
√

2R, we would expect therefore
thatR is O(1/r3) asr → ∞. We also require at least three derivatives forR to define the
Maxwell equations when theAα are written in terms of the components ofψ . This suggests
we should takeR ∈ W 3,p

−3+ε(Eρ). TheoA andιA must also have at least three (weak) derivatives

and we also need to ensure thatjα ∈ W 0,p
−3+ε(Eρ). We will requireoA, ιA ∈ W 3,p

ε (Eρ), for
anyε > 0. This leaves the differentiability and decay ofχ to be determined. Again we will
require at least three derivatives ofχ . The decay rate, however, must be determined from the
equations.

We can now give our definition of an isolated Maxwell–Dirac system. For concreteness
and ease of manipulation we will restrict our attention to Sobolev spacesW

k,2
δ (Eρ).

Definition 4. A stationary Maxwell–Dirac system will be said to be isolated if, in some
stationary gauge, we have

ψ = eiEtR

(
e

iχ
2 oA

e−
iχ
2 ῑȦ

)
withE constant and

R ∈ W 3,2
−3+ε(Eρ) oA, ιA ∈ W 3,2

ε (Eρ) and Aα ∈ W 2,2
−1+ε(Eρ)

for some ρ > 0 and any ε > 0.

Remarks.

(a) This definition ensures, after use of the Sobolev inequality and the multiplication lemma,
thatψ = o(r−

3
2 +ε) andAα = o(r−1+ε).

(b) Note the constantE is fixed in this stationary gauge, forA0 → 0 asr → ∞. In the
distinguished stationary gauge (where all fields are independent oft) we haveA0 → E

e

asr →∞.
(c) Notice our condition places regularity restrictions on the fields in the regionEρ only. In

the ‘interior’,R3\Eρ there are no regularity assumptions. This allows the possibility of
external sources such as (singular) Coulomb potentials or magnetic monopoles in this
interior region. The total electric charge is still determined by the Gauss integral of the
electric field intensity over the ‘sphere at infinity’—this will, of course, vanish ifA0 decays
faster than1

r
asr →∞.

We are now in a position to prove a lemma which will be used in the proof of theorem 1
in the next section. But we first need some new notation.

We introduce the complex null tetrad vectors

lα = σα
AȦ
oAōȦ nα = σα

AȦ
ιAῑȦ

mα = σα
AȦ
oAῑȦ m̄α = σα

AȦ
ιAōȦ.

This null tetrad can now be used to define the following (NP) intrinsic derivatives:

D = lα ∂

∂xα
4 = nα ∂

∂xα

δ = mα ∂

∂xα
δ̄ = m̄α ∂

∂xα
.



Magnetic monopoles, electric neutrality 5813

With this notation and the expression forAAȦ of section 2 we find that the (real) potentialAα

has to have the following components with respect to the null tetrad:

Al = lαAα = 1

2e
[
√

2m cosχ −4χ + i(µ− µ̄ + γ − γ̄ )]

An = nαAα = 1

2e
[
√

2m cosχ +Dχ + i(ρ − ρ̄ + ε̄ − ε)]

Am = mαAα = i

2e

[
−δR
R

+ ᾱ − β + τ − π̄
]

Am̄ = m̄αAα = i

2e

[
δ̄R

R
− α + β̄ − τ̄ + π

]
.

(4)

Hereα, β, τ, µ, ρ, γ andε are the NP spin coefficients (Ricci rotation coefficients for the
non-holonomic NP tetrad), see [16]. Their exact form is not important here, what we do need
to know is that they are all of the formo∂o, ι∂ι, o∂ι or ι∂o, where∂ is any one of the NP
intrinsic derivatives,D,4, δ or δ̄.

Lemma 2. For an isolated, stationary Maxwell–Dirac system the following must hold

δR/R − E
e
m0

δ̄R/R − E
e
m̄0

}
∈ W 2,2

−1+ε(Eρ)

for anyε > 0 and some constantE.

Proof. A straightforward application of the multiplication lemma. We work in the
distinguished stationary gauge. WithoA, ιA ∈ W 3,2

ε (Eρ) andA0 − E/e,A ∈ W 2,2
−1+ε(Eρ),

for anyε > 0, we have

Am −m0
E

e
Am̄ − m̄0

E

e
∈ W 2,2

δ1
(Eρ) δ1 > −1 + 3ε

and

α, β, γ, τ, µ, π, ε ∈ W 2,2
δ2
(Eρ) δ2 > −1 + 4ε.

The result then follows from (4). �
The spherically symmetric solution of [9] is in fact anisolated, stationaryand static

Maxwell–Dirac system.

4. Vanishing total charge

We will be working with the stationary, static Maxwell–Dirac equations. From section 2 they
are

(∇χ)× V = 0
∇ · V = −2m(X2 + Y 2) sinχ

A0 = m

e
cosχ +

(∇χ) · V
2e(X2 + Y 2)

A = 1

2e(X2 + Y 2)
[(X2 − Y 2)∇η −∇× V ]

∇2A0 = 4πej0

∇× (∇×A) = 0.

(5)

We can now state and prove our theorem of vanishing total charge.

Theorem 1. An isolated, stationary, static Maxwell–Dirac system is electrically neutral.
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Proof. A more restricted version of this theorem was proved in [17] by one of us (HB).
The stationary gauge of definition 4 is the one for whichA0→ 0 asr → 0, the stationary

gauge used in equations (5) hasψ independent oft . A gauge transformation of the type
ψ → e−iEtψ will bring the gauge of definition 4 into that of equations (5). TheA0 of these
equations then differs by a constant,−E/e, from theA0 of definition 4. In fact, we will be
able to determineE in the proof of the theorem, see also corollary 1. As we noted earlier we
have

oA =
(

sin τ
2e−i η2

− cosτ2ei η2

)
ιA =

(
sin τ

2ei η2

− cosτ2e−i η2

)
in the static case. The system is isolated so using the multiplication lemma we have that

sinτ, cosτ, sinη, cosη ∈ W 3,2
ε (Eρ).

Now we havem0 = σAȦ0 oAῑȦ = 0, so using lemma 2 we have

δR

R
and

δ̄R

R
∈ W 2,2

−1+ε(Eρ).

Which in our static case gives,

cosτ

(
cosη

∂R

∂x
+ sinη

∂R

∂y

)
− sinτ

∂R

∂z
∈ W 2,2

−1+ε(Eρ)

and sinη
∂R

∂x
− cosη

∂R

∂y
∈ W 2,2

−1+ε(Eρ). (6)

The second of equations (5) can be written as

−2m sinχ = ∇ · V
R
= V̂ · ∇R

R
+∇ · V̂ (7)

with V̂ = (sinτ cosη, sinη sinτ, cosτ). Using the multiplication lemma we have

V̂ ∈ W 3,2
2ε (Eρ) and ∇ · V̂ ∈ W 2,2

−1+2ε(Eρ)

for anyε > 0. We also have

V̂ · ∇R
R

= sinτ cosη
∂R

∂x
+ sinτ sinη

∂R

∂y
+ cosτ

∂R

∂z
. (8)

Next we utilize the invariance of our equations under Lorentz transformations. In fact, we know
that if (uA(xα), vA(xα)) is a solution to the Maxwell–Dirac equations then(uA(x̂α), vA(x̂α))
is a solution to the original system in thexα coordinates; herêxα are the Lorentz transformed
Cartesian coordinates. This is, of course, true for any linear Lorentz invariant theory. Consider
the rotation

x̂ = x cosω + y sinω

ŷ = −x sinω + y cosω

ẑ = z with ω = −π
2
.

This gives

sinη(x̂α)

R(x̂α)

∂R(x̂α)

∂x
− cosη(x̂α)

R(x̂α)

∂R(x̂α)

∂y
= cosη(x̂α)

R(x̂α)

∂R(x̂α)

∂x̂
+

sinη(x̂α)

R(x̂α)

∂R(x̂α)

∂ŷ
.
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DiffeomorphismsR3→ R3 induce an isomorphism of the Sobolev spacesW
k,p

δ , see [13]. The
rotation above preservesEρ and will give an isomorphism of the Sobolev spacesW

k,p

δ (Eρ).
Using our last equation and (6) gives

cosη

R

∂R

∂x
+

sinη

R

∂R

∂y
∈ W 2,2

−1+ε(Eρ).

This equation and (6) with the multiplication lemma then gives (multiply each equation in turn
by sinη and cosη etc),

1

R

∂R

∂x

1

R

∂R

∂y
∈ W 2,2

−1+ε(Eρ).

The rotation

x̂ = −z ŷ = y ẑ = x
gives

sinη(x̂α)

R(x̂α)

∂R(x̂α)

∂x
− cosη(x̂α)

R(x̂α)

∂R(x̂α)

∂y
= sinη(x̂α)

R(x̂α)

∂R(x̂α)

∂ẑ
− cosη(x̂α)

R(x̂α)

∂R(x̂α)

∂ŷ
.

Again using the multiplication lemma with (6), we have

sinη

R

∂R

∂z
∈ W 2,2

−1+ε(Eρ).

In the same fashion, using the rotationx̂ = x, ŷ = z, ẑ = −y, we have

cosη

R

∂R

∂z
∈ W 2,2

−1+ε(Eρ).

Another use of the multiplication lemma with the last two equations gives1
R
∂R/∂z ∈

W
2,2
−1+ε(Eρ).

Altogether we have

1

R

∂R

∂x

1

R

∂R

∂y

1

R

∂R

∂z
∈ W 2,2

−1+ε(Eρ).

A final use of the multiplication lemma with (6) and we have

V̂ · ∇R
R

∈ W 2,2
−1+ε(Eρ).

We can now conclude from (7) that sinχ ∈ W 2,2
−1+ε(Eρ), for any ε > 0. By the Sobolev

inequality sinχ = o(r−1+ε) asr →∞.
Now sine is an invertibleC∞ function on the range ofχ (on Eρ , with ρ large) with

sinχ = 0 for χ = 0. So we can now write

χ = nπ +µ with n = 0,±1,±2, . . . and µ ∈ W 2,2
−1+ε(Eρ). (9)

Next we use the first of equations (5) to rewriteA0 entirely in terms ofχ and |∇χ |.
This equation implies we may writeV = γ∇χ , for some functionγ . We also have
|V | = X2 + Y 2 = |γ | |∇χ |, so that

A0 = m

e
cosχ +

ε

2e
|∇χ | with ε = γ

|γ | .

Which, using (9), may be written as

A0 − m
e

cos(nπ) = −2m

e
cos(nπ) sin2

(µ
2

)
+
ε

2e
|∇µ|.
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Hence,

A0 − m
e

cos(nπ) ∈ W 1,2
−2+ε(Eρ).

Note that|∇χ | is bounded onEρ . Soγ cannot change sign onEρ asR = X2 + Y 2 6= 0, ε is
fixed.

From the (first) Sobolev inequality applied toA0 − m
e

cosnπ , with p = q = 2, we have
that

A0 − m
e

cos(nπ) ∈ W 0,6
−2+ε(Eρ).

Consequently, we also have

A0 − m
e

cos(nπ) ∈ W 0,6
− 5

4
(Eρ).

Now, in the static case,j0 = √2R, so∇2(A0 − cosnπ) ∈ W 3,2
−3+ε . Hence,

A0 − m
e

cos(nπ) ∈ W 5,2
−1+ε(Eρ)

and from the Sobolev inequality we find that|∂iA0| < Cr−2+ε (with ∂i = ∂/∂xi). So we have,

|∂iA0|6r−6(−1− 5
4 )−3 < C4|∂iA0|2r−2(−3+ε)−3

for any 0< ε < 1
12. Thus,∂iA0 ∈ W 0,6

−9/4(Eρ). Which finally gives us,

A0 − m
e

cos(nπ) ∈ W 1,6
− 5

4
(Eρ)

and the Sobolev inequality now gives

A0 − cosnπ = o(r−
5
4 ).

From which it is clear that the total electric charge of the system

lim
ρ→∞

1

4π

∫
Sρ

(∇A0) · dS with Sρ the sphere of radiusρ

must vanish. �

Corollary 1. In the gauge in whichA0 → 0 as r → ∞ the Dirac bi-spinor of an isolated,
stationary, static Maxwell–Dirac system takes the form

ψ = e±imtφ with φ ∈ W 3,2
− 3

2 +ε
(Eρ) (as above).

Proof. This result is a simple consequence of the proof of the theorem. We had

A0 − m
e

cos(nπ) ∈ W 1,2
−2+ε(Eρ).

The constant term,−m
e

cosnπ is removed by the gauge transformation

ψ → e−i cos(nπ)mtψ.

�
In [9] we presented a unique spherically symmetric solution which provides a good

example of the properties just described. For larger we found

χ = π − 1

mr
− 1

168m3r3
+ O

(
1

r6

)
A0 = −m

e
+

1

emr2
− 3

112em3r4
+ O

(
1

r6

)
.
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5. The axially symmetric case

By axially symmetric we mean that the system is invariant under rotations about a fixed axis.
This requires that gauge invariant quantities be invariant under translations in the azimuthal
coordinateφ.

Definition 5. A Maxwell–Dirac system will be called axially symmetric if[
L,

∂

∂φ

]
=
[
N,

∂

∂φ

]
= 0 where L = σα

AȦ
uAūȦ

∂

∂xα

and N = σα
AȦ
vAv̄Ȧ

∂

∂xα
.

For our static systems we require only thatL be invariant under translations inφ. In fact,
writing L in cylindrical polar coordinates,

L = L0 ∂

∂t
+

1√
2
(V ρ ρ̂ + V φφ̂ + V zk̂)

= L0 ∂

∂t
+

1√
2

(
V ρ

∂

∂ρ
+ V φ

∂

∂φ
+ V z

∂

∂z

)
we find that

L0 = X2 + Y 2

√
2

V ρ = 2XY cos(η − φ)

V φ = 2XY sin(η − φ) and V z = X2 − Y 2

must all be independent ofφ. This means our static Maxwell–Dirac system is axially symmetric
if

∂X

∂φ
= ∂Y

∂φ
= ∂(η − φ)

∂φ
= 0.

This information lets us characterize stationary, axially symmetric, static Maxwell–Dirac
systems as follows.

Lemma 3. A non-trivial static, axially symmetric Maxwell–Dirac system is stationary if and
only if η = φ in the gauge given in (1).

Proof. As V is independent ofφ then so isχ , as sinχ = (∇ · V )/(X2 + Y 2). The reality
condition,

∂V

∂t
+ (∇χ)× V = 0

gives,

∂V ρ

∂t
− V φ ∂χ

∂z
= 0

∂V φ

∂t
− V z ∂χ

∂ρ
+ V ρ

∂χ

∂z
= 0

∂V z

∂t
+ V φ

∂χ

∂ρ
= 0.

If the system is stationary, lemma 1 saysV is independent oft . So eitherV φ = 0 or χ
is constant. Constantχ leads to the trivial solution withX = Y = 0. So we must take
V φ = 2XY sin(η − φ) = 0. We haveη = φ modnπ .
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On the other hand, ifη = φ we haveV φ = 0 and consequently bothV ρ andV z are
independent oft . Combining these with∂t (X2 + Y 2) = 0 gives the result. �

From now on we study the axially symmetric, stationary, static Maxwell–Dirac equations.
It will prove convenient in what follows to use spherical polar coordinates(r, θ, φ) and to

make the following change of variables:

X =
√
R cos

(τ
2

)
and Y =

√
R sin

(τ
2

)
.

All our dependent variables depend only on(r, θ), the equations are

V = R[cos(τ − θ)r̂ + sin(τ − θ)θ̂]

(∇χ)× V = 0

∇ · V = −2mR sinχ

A0 = m

e
cosχ +

ε

2e
|∇χ |

A = 1

2e

{
cosτ

r sinθ
− 1

rR

[
∂

∂r
(rR sin(τ − θ))− ∂

∂θ
(R cos(τ − θ))

]}
φ̂

(10)

together with the Maxwell equations. Herer̂, θ̂ andφ̂ are the unit coordinate vectors.
We note thatAα automatically satisfies the Lorenz gauge condition.
In the spherically symmetric case [9] we haveτ = θ with R andχ functions ofr only. In

which case

A = 1

2e

cotθ

r
φ̂

the magnetic monopole.
Other tractable cases are those for whichτ is constant. It is straightforward to show there

are really only two cases, see [17],

• the cylindrically symmetric case,τ = π/2, see [10].
• the caseτ = 0, variables depend onz only, see [18].

6. Magnetic monopoles

The spherically symmetric solution has an external (i.e. not sourced by the Dirac field directly)
electrically charged magnetic monopole. In this section we will prove a theorem which shows
that this is, to some extent, the generic situation. We will show that the axially symmetric,
stationary, static Maxwell–Dirac system can have an external Coulomb point charge only if it
is magnetically charged. First we define what we mean by an external Coulomb field.

Definition 6. We will say that a Maxwell–Dirac system has an external Coulomb field if we
can choose spherical polar coordinates and a ballBρ centred atr = 0 such that

A0 = q

r
+ h in Bρ ρ > 0

with,h, a bounded function onBρ andq constant.

Remarks.

(1) q/r is, of course, harmonic onBρ\{0}, so it is not directly sourced by the Dirac field via
the Maxwell equation∇2A0 = 4πej0. In this sense the Coulomb field is ‘external’ to the
Dirac field.
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(2) The singular pointr = 0 ofA0 leads to singular behaviour inA andψ . We can, however,
still define the electric and magnetic charges of a region (or indeed a point, using a suitable
limit) by the usual Gauss integrals,∫

S

E · dS and
∫
S

B · dS

whereS is a topological sphere enclosing the region for which we wish to calculate the
charge.

(3) The condition thath is bounded onBρ is quite weak. In practice it will follow from elliptic
regularity of the Poisson equation∇2h = 4πej0 (j0 = √2(X2 + Y 2) = √2R must be at
leastL1(Bρ) for the total Dirac charge to be well defined onBρ), see for example [19,20].
We also requireR to be differentiable at least three times (if only in the weak sense) to
satisfy the Maxwell equation forA—this putsR inW 3,p

δ for somep > 1. Consequently,
h will be in W 5,p

δ+2, which ensures thath can be included in one of the classical weighted
function spaces.

Now for our theorem.

Theorem 2. Suppose an axially symmetric, stationary, static Maxwell–Dirac system has an
external Coulomb field. LetA(ρ,ρ1) = Bρ\Bρ1, with ρ > ρ1 > 0 andBρ as in the definition
above. Ifr∂rτ − ∂θR/R is bounded onA(ρ,ρ1), then the Coulomb point charge necessarily
carries a magnetic charge of Dirac value,±1

2e ; i.e. all electric point charges also carry a
magnetic monopole.

Remark. The conditionr∂rτ − ∂θR/R bounded onA(ρ,ρ1) is not particularly strong. It
is true, for example, ifX, Y ∈ C1

0(A(ρ,ρ1))—we assumeR = X2 + Y 2 6= 0; or, when
A ∈ W 2,2

1 (Bρ\{0}).

Proof. In [17] it was shown that if a Maxwell–Dirac system has a central Coulomb charge
then the magnetic field is necessarily unbounded at the centre.

In our proof of theorem 1 we noted thatV = γ∇χ , so from (10) we have

cos(τ − θ) = ε ∂rχ|∇χ |
sin(τ − θ) = ε ∂θχ

r|∇χ |

}
where ε = γ

|γ | . (11)

We will first show that sin(τ − θ)→ 0 asr → 0.
Now,A0 = q

r
+ h, so from (10) we have

|∇χ | = q

r
+ g (12)

whereg = h− m
e

cosχ is bounded onBρ . Next, we write

χ = q ln r + ζ on Bρ\{0}.
Equation (12) is

(∂rζ )
2 +

2q

r
∂rζ +

1

r2
(∂θ ζ )

2 = 2q

r
g + g2. (13)

Note thatr|∇χ | → q asr → 0 so thatr∂rχ = q + r∂rζ and∂θχ = ∂θζ are bounded on
A(ρ,ρ1), for ρ small enough. Letη be the smallest non-negative number such thatrη∂rζ → 0
asr → 0. We can write (13) as

(r
1+η
2 ∂rζ )

2 + 2qrη∂rζ + (r
η−1

2 ∂θζ )
2 = 2qrηg + rη+1g2.
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It is clear thatr
1+η
2 ∂rζ → 0 andr

η−1
2 ∂θζ → 0. From which we conclude thatη 6 1 and so

∂θχ = ∂θζ → 0 asr → 0. Consequently,

sin(τ − θ) = ∂θχ

r|∇χ | → 0 as r → 0.

Now r∂rχ → q asr → 0, sor∂rχ cannot change sign asθ varies, forρ small. Writing
ε1 = q/|q| we have, from (11),

cosτ(r, π)→−εε1

cosτ(r, 0)→ εε1

}
as r → 0. (14)

We now work onA(ρ,ρ1) with ρ small enough that cos(τ − θ) 6= 0. The magnetic charge
of the magnetic fieldB = ∇×A in Br , ρ > r > ρ1, is

b = 1

4π

∫
Sr

B · dS = 1

2

∫ π

θ=0
∂θ (r sinθA) dθ (15)

whereA = Aφ̂ is given in (10). After some manipulation the third equation of (10) can be
written as

∂θτ − 2 +
r∂rR

R
= tan(τ − θ)

(
r∂rτ − ∂θR

R

)
− 2mr sinχ − 3 cos(τ − θ).

So that ifr∂rτ − ∂θR

R
is bounded onA(ρ,ρ1) then so is∂θτ − 2 + r∂rR

R
. From (10) we have

r sinθA = 1

2e
{cosτ − P sinθ}

where P =
(
r∂rτ − ∂θR

R

)
cos(τ − θ)−

(
∂θτ − 2 +

r∂rR

R

)
sin(τ − θ).

Clearly, under the conditions of the theorem,P is bounded onA(ρ,ρ1). From (15) we now have

b = 1

2e

[
cosτ(r, π)− cosτ(r, 0)

2

]
− [P sinθ ]πθ=0

= 1

2e

[
cosτ(r, π)− cosτ(r, 0)

2

]
.

Finally, from equations (14) and (15) we obtain the magnetic charge in the limitr → 0

b0 = −εε1

2e
= ±1

2e
.

�

Corollary 2. Suppose we have an axially symmetric, isolated, stationary, static Maxwell–
Dirac system with the only external sources beingN isolated electrically charged magnetic
monopoles. Let the conditions of theorem 2 apply in theN ballsBρi , containing the charges.
Let the conditions of theorem 1 apply onEρ̄ . Then, ifN is even there areN/2 positive charges
andN/2 negative charges (with corresponding monopoles), with the total magnetic charge of
the system being zero. IfN is odd there are(N − 1)/2 charges with one sign and(N + 1)/2
charges with the opposite sign, with the total magnetic charge of the system being±1/(2e).

Proof. We haveN charged monopoles each in a ballBρi , i = 1, 2, 3 . . . N , there are no other
external sources and all theBρi are properly contained inBρ̄ .
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We haveA is O(1/r) so thatP , as defined in the above proof, is bounded onEρ̄). Using
the results in the proof of theorem 2 and the divergence theorem we find the total magnetic
charge of the system.

btotal= lim
r→∞

1

4π

∫
Sr

(∇×A) · dS = 1

2e
lim
r→∞

[
cosτ(r, π)− cosτ(r, 0)

2

]
= − ε

2e

N∑
i=1

εi .

This gives,

1> ε
N∑
i=1

εi > −1

from which the results of the corollary follow. �

7. Conclusions

At first sight theorem 1 may not appear all that startling—a system of charges and Dirac fields
with a non-zero net charge cannot be in equilibrium, we would not expect it to be static. In
classical physics, however, one expects stationary or static systems to be the end point of some
time evolution. This clearly cannot be the case for a single isolated electron modelled by the
Maxwell–Dirac system. To construct such a model we will have to abandon one, or both, of
the static and stationary assumptions.

Theorem 1 is remarkable in the following way: no matter what arrangement of external
electric and magnetic fields inside the ballBρ , no matter what we do to the topology inBρ the
total electric charge of the system must be zero. The total charge vanishes purely as a result
of the asymptotic decay and regularity conditions.
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